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Demand Response in Data Centers Project Team Members
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Together…Shaping the Future of Electricity

EPRI’s Mission

Advancing safe, reliable, 

affordable and 

environmentally 

responsible electricity for 

society through global 

collaboration, thought 

leadership and science 

& technology innovation
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Together…Shaping the Future of Electricity

EPRI’s Strategic 
Direction

Innovative solutions that 
enable the transformation 
of power systems to be 
more flexible, resilient
and connected to provide 
society with safe, reliable, 
affordable and 
environmentally 
responsible electricity
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Independent

Collaborative

Nonprofit

Three Key Aspects of EPRI

Independent
Objective, scientifically based 
results address reliability, 
efficiency, affordability, health, 
safety and the environment

Nonprofit
Chartered to serve the public 
benefit

Collaborative
Bring together scientists, 
engineers, academic 
researchers, industry experts
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Our Members…

450+ participants in more 
than 30 countries

EPRI members generate 
approximately 90% of the 
electricity in the United 
States

 International funding of 
nearly 25% of EPRI’s 
research, development 
and demonstrations
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Global CO2 Emissions from Information and 

Telecommunications Technology Systems

ICT

3%

97%
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Government and Regulatory Requirements
Carbon Reduction Mandates

• California ~25-30% reduction by 2020 to reach 1990 levels, 33% renewable 

energy by 2020

• European Union mandates greenhouse gas (GHG) reduction by 40% below 

the 1990 level. EU-wide binding target for renewable energy of at least 27%

Net Zero Energy Building Mandates & Incentives

• California: "Zero Net Energy" (ZNE) goals for new homes by 2020 and 

commercial buildings by 2030

• France:   Le Grenelle de l'environnement- Buildings must be net zero, to 

positive energy by 2020

• European Union: all buildings, including large houses, constructed after 

2020 coming close to "nearly zero" energy use.

Demand Response- financial incentive

• Load abatement in response to signals

• Higher incentives for faster load-shed and for automated load control
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Impact of Renewable Generation

 Increasing renewable generation in utility portfolio

Renewable generation can be intermittent

Shift in peak demand profile

NEW! - Sun or Wind Effects

Living with Nature Potentially 

STRANDED 

ASSETS?
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A Quick Overview of Demand Response

Solar Irradiance Data
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Growing Energy Use in Data Centers in the U.S.
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91B
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Billions of 
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Hours
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Global Increases in Data Center Power Consumption
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Data Centers Consume ~2% of Electricity in the U.S.

 Server/network closet

 Server room

 Localized data center

 Mid tier

 Enterprise

<200 sq. ft.

<500

<1,000

<5,000

>5,000

8.7*  B kWh

10.7

12.6

11.3

25.7

* Ref: 2011 IEEE

Typical Power Draw

<10 kW

10-100 kW

100-1,000 kW

1,000-5,000 kW

>5,000 kW

12%

15%

18%

17%

37%
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Data Center Loads Characteristics

 IT loads are plug loads

Data Centers operate 7x24x365

Concentrated loads

High intensity loads

 Load profile is fairly flat

Average server utilization is 

quite small

Facebook, Forest City, NC
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Project Objectives/Opportunity

Demonstrate feasibility of automatic IT loads reduction 

without disruption and without/or minimal user impact

– Prepare for the future grid with greater renewables

– Adjust data center power needs to electricity availability

– Coordinate operations with utilities to avoid power interruptions

– What kind of info is needed for such coordination?

– How could this info be communicated?

– What levels of reductions are feasible?
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Demand Response for Data Centers: Challenges

 What info does it a signal need to communicate? 
– OpenADR 2 profiles  

– Opportunity to create additional info/profile for data centers

 How is it communicated?
– Transmission across firewalls

 How is signal received?
– Which software program element receives it?

– Acknowledgement/confirmation/handshaking

– Can handshaking confirm the amount of DR will the data center provide? 

 What are decision making tree/rules for demand response?
– What are the methodologies for power capping?

– Is it simply an absolute amount of power to be reduced?

 Is the power reduction from nominal power capacity or from current power draw?

 Is it the same for each IT equipment or for the overall data center?
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Automated Demand Response

End UserUtility

University workloadDrives University 
facility demand

Power delivered to 
meet needs

Facility Equipment
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Chris Battista

Calit2

University of California, Irvine

Field Setup and Monitoring 
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Test Set Up

 5 servers are set up in 

a rack

Different type of 

activity in servers

Monitoring  

Equipment

2x Dell R520 (2U)

3x Dell R320 (1U)
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Metering and Data Monitoring

Revenue-grade CTs

Power meters

Data Acquisition

Server Power Outlets

Sensor data 

downloaded remotely 

by EPRI

Performance data 

collected using Intel 

IPMI and DCIM
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Baseline Data

Data collection begun 10/29/2014

Analysis in progress

Server Average 

Power (W)

Min. Power 

(W)

Max. Power 

(W)

Average Exhaust 

Temp (°F)

1 73 64 110 95

2 77 76 100 99

3 46 45 58 104

4 57 56 63 103

5 46 45 56 100
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Power Trends in Past Month
3/31/15 to 4/28/15

3PM Fri 

4/24
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IT Level Power Provisioning

Business Continuity and ADR

Henry M.L. Wong
Sr. Power Technologist
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>3.6 Billion 
Connected Users by

2017 1

More Users

Economic Efficiency and Technology Growth

>2.2 Billion
Connected Devices 
shipping in 2017 2

More Computing 
Devices

Data Centre Data 

Traffic 2017:        7.0 

Zetabytes/annum 1

More Data

Data demands continue to grow!
1 Cisco Global  Cloud Index Report, 2014

2 IDC Tracker 2013



25
© 2015 Electric Power Research Institute, Inc. All rights reserved.

Critical: Availability of Services

25

Regulatory compliance insufficient to 

safeguard and secure personal data

Availability and outages continues to jeopardize 

commerce

Balance Security, Availability, and Data Compliance in addition to Productivity and Energy 

Efficiency

April 2012

June 2012
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Power Levels and Energy Provisioning

Dynamic ProvisioningStatic Provisioning

Consumed

“Ideal”

Digital Monitoring & Control

P
o

w
e
r

On-site 

configuration

Procurement

 Static provisioning defines upper power bands

 Dynamic provisioning could map to an ideal energy profile

 Standardized power controls to facilitate static and autonomous 

dynamic energy provisioning

Digital Monitoring & Control Enables Static and Dynamic Provisioning
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Data Center Power Provisioning

PUE* measures the efficiency of data 

center infrastructure (UPS, CRACs, etc.)

But this is the majority Energy use

Efficient Data Center Energy Usage  (PUE)

Servers

Network/Storage

Building/Lighting

Infrastructure

PUE 

addresses

this part

* PUE: Power Usage Effectiveness
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Server Energy Efficiency
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Source: SPECpower_ssj2008* 2 socket results from SPEC.org as of April 2015

Generational improvement in Energy Efficiency 

2 Socket Volume-Server Power vs. Performance

Higher Efficiency

Performance and power consumption results are based on certain tests measured on specific computer 

systems. Any difference in system hardware, software or configuration will affect actual 

performance. Configurations: Two-socket Systems, Test Results for SPECpower_ssj2008, For more information 

go to  http://www.intel.com/performance

2012

http://www.intel.com/performance
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Materializing Energy Efficiency and Business Continuity

Nice in theory. But…

How does this keep my business running 

and save energy?
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Extending Data Centre Operations
(2012/2013)

Whitepaper  available at 
http://software.intel.com/sites/datacentermanager/US_NTTDATA_CaseStudy_041912.pdf

0 20 40 60 80

Typical

140W Limit

Generator Operating Time

In response to Japan’s power grid situation after the 2011 Earthquake, 

NTT Data Center operations were able to:

 Extend data centre run time capacity during backup generation from 36hrs to 65hrs 

 Balanced extended operating time vs. service response level

 Realized up to 17% energy savings in the data center.

Survive
Automatically 

reduce power to 
extend 

operations 
during power or 
cooling events

http://software.intel.com/sites/datacentermanager/US_NTTDATA_CaseStudy_041912.pdf
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Power Capping and Automated Demand Response (ADR)

 Recognize and set power caps based on ADR 

signaling

 Determine user impact and latencies if any

 Determine communication requirements  and 

negotiation parameters

 Provide recommendations for ADR and data center 

operations
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Together…Shaping the Future of Electricity


